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1t is not only whether a chitd knows the
words in a text, but also how well th? words

arc known, that affects comprehenaion.

\

-

knowing words and understanding texts:
models of some basic relationships

.richard c. omanson

Every déy in »la.nentary schools across the country, children read stories from basal r;ading
lessons. For‘many ct;ildren, reading these storles is not an easy task. When oﬁe considers the
complexity involved ;:n reading, this is not surprlsing. The ability to-translate arbitrary squiggles
of ink into an inferred representation of events and concepts involves a plethora of c‘ognltlye
proéesscs that must be simultaneously exécuud in a highly coordlnat;d fashion. Reading involves
coordinating perceptual processes tha.t analyze letter shapes and letter combinations, phonological
pro’ccsses that brlng to mind how the letters and the words they form sound, lexical processes-
that bring to mind the me’anlngs of the words, and syntactic and scmantic processes that analyze

‘the t'neanlﬂugs of the clguses and sentences that 'the words form. |
Ideally, a scbool‘s; reading program shppld be able to provide readiﬁg experiences that result

in proficient reading skill for all children, including those who find reading difficult. Ix practice,

schools fall shert of this ideal. One reason schools are not able to make every chlld a ﬁroﬂclent

L &5

reader is that often ~hildren have trouble comprehending stories that are part of their reading

Jessons. If reading an assigned story Is so difficult for children that they understand and retaln
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little from the experience, then it is likely that some of the processes involved is proficient
comprehension are not sufficiently well-practiced to enable the reading process to proceed
smoothly and efficiently. Reading under such circumstances is not likely to foster either the
motivation to read or the kind of improvement in reading t’hat will change the circumstances. A
better situation would be for children to get a lot of practice at successfully understanding stories
that gradually become more difficult and demanding as the abilities of the children improve.
Thus, good Instruction involves tailoring texts to the reading abll_lltles of children, and successful
tailoring requires knowing what makes reading difficult.

One factor tl}at has a big influence on the difficulty of reading is the extent to which
children are familiar with individual words. Most of the words encountered in basal reading
selections are common words that are familiar to the children. However, basa} reading selections
also contain unfamiliar words that are included to give children practice at figuring out the
meaning of words from context. They also contain words that have very recently been taught to
the children. Current theories of reading suggest that such variation ‘n word knowledge will
affect comprehension because the component processes of reading interact witb(cach other (cf.
Just & ¢ arpenter, wéo; Lesgold & Pzarfetti, 1981; Rumelhart, 1877). According to these theories,
vaxiau:m in word knowledge is thought to affect not only the processing of individual words, but
also the processing of clauses and sentences that takes place during comprehension. What these
theories have ot spélle’d out, however, Is exactly how comprehension processes change as a result
of variation in word know’ledge.

This chapter will e)c;plore somcplfferent ways in which children’s comprehension processes

may be affected by variation in word knowledge. It will also examine whether the effects of word

knowlédge on comprehension are similar for skilled and leds-skilled readers. The way in which

the effects of word knowledge on colmprehcnslon will be examined is to first compare how well

stories containing unfamiliar versus recently taught words are remembered. Then, various models

of how comprehension processes may have been affected to produce the observed recall differences

6



Knowing Words ' ' 3

will be considered and evaluat«d against experimental data. Finally,-some implications of the*

results for theories of text processing, education, and thewse of modeling as an experimental tool

will be considered.

effects of word knowledge on recall -

The first question to address is whether comprehension dif‘fers for texts that contain
unfamiliar versus rgccntly instructed words. Comprehension refers to a person’s understanding of
what was stated in, and implied by, a text. There are a number of ways in which a person's
understanding of a text can be assessed. Common procedures include answering questions (cf.
Anderson & Biddle, 1975, Lehnert, 1978), composing summaries (e.g., Kintsch & van Dijk, 1978;
Schank, 1975), and recalling the text from memory (e.g.. Bower, 1978. Kintsch & van Dijk, 1978;
Stein & Glenn, 1979). The method used to assess comp;ehenslon that will be considered here is
recall. The rationale for using recall to assess comprehension is that recall reflécts a pers;)n's
representation of the text in memory that in turn is a result of the reader’s particular
understanding of the text (cf. ‘Kimsch & van Dijk, 1978; Schank, 1975). Moreover, since the goal
of reading Is to gain information that can be used at a later time, and since recall is a
conservative measure of the information that has been gained from a text, the use of recall as a
measure of comprehcns.c;n is particularly appropriate.

In order to assess the effects of unfamiliar versus recently taught words on recali, we will
draw upon the resuits of a study reported by McKeown, Beck, Omanson, & Perfeiti (1983), and
its subsequent  rcanalysis by Omanson, Bec}(, McKeown, and Perfetti (1983). McKeown et al.
taught inner-city .fourth~gradc children approximately 100 words thirough an unusually rich and
mtenslve vocabulary program that extended over a five-month period. At the end of this

ins'ructiop, the children were given two texts to ~ead and recall from memory. One text, called

the instructed-words story, was 270 words long and contained 30 of the instructed words. The

other text, called the uninstructed-words story, was of similar length and structure and contained

30 unfamiliar words. By comparing the children’s recall of the two stories, the effects of recently

bancd
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4 ' . . Knowlng Words

instructed vershs unfamdliar words on ccmprehension could be compared. This within-subject
comparison, however, Is w?:akcned by .the fact that there are content and structual differences
betlween the two s.tories in addition to the vocabulary differences. To ensure that any observed
differences in the recall. of the two stories were due primarily to the different types of vocabulary
they contained, the two stories were given to a second group of fourth-graders who had not been
taught apy of the words. [f the recall of both stories. by the control classroom is similar to the

recall of the uninstructed-words story by the experimental classroom, it is likely that the cecall

“differences are due primarily to vocabuiary differences. Thus, there was one situation in which

’ . s
children recalled a story containing Instructed words (experimental children’s recall of the

in:‘.ructed;words story), and_three situations in whiéh children .recalled storles containing
unfamiliar words (experimental chifdrgn's recall of the uninstructed-words story. and the control
chiidren’s recall of both stories).

In order to score the recalls of the f;t()h(a, each story was divided into unlits of meaning
called propositions (Kintsch, 1974), which will be described in more aetail later. Fach child’s
recall was then scored accordhig to whether the gist of each story proposition appeared in the
recall.-In this way, the percentage of the propositions recalled by each child could be computed,
enébling the p;rrormance of eafh group to be computed as the average percentage of propositicas
recalled by the children in 'the group. | . |

The resuits of the scoring indicated that recall was highest for the story cont'n'ming words
that bad been taught to the children. The children recallcd. about 209 of the story containing
recently taught words but only recalled aboug 119 of the stories that contained unfamiliar words.
Moreov. r, when the recalls of the children who were skilled in reading versus those who were less
skilled were examined separatély, the same pattern of results were ;)btaincd. For both skilled and
jess-skilled readers, about twice as much of the story contairing recently taught words was

recalled than the stories containing unfamiliar words. o

The variation in word knowledge not only affected how much was recalled, but it also

8
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affe ted which parts of- thg story were likely to be recalled. In examining which propositions were
r;called..a charscteristic pattern occurred. Proposltlons c;)ntainlng recently taught words were
“more likely to be recalled than pro;;osltlons containing only famillar words. On the other hand,
propositions contatming unfamiliar words . were less likely to be recalled than propositions
containing only famllpar words. Ip other words, the chiidren were blased to;var'd remembering the
parts of the story containing the recently taught words, while, in contrast, were biased against
Temembering the parts of the story cc;ntaining unfamillar words.
in order to get a better scuse of the qualitative Jlfferehces between the recall of the story
containing recently taught. words and of the storles contalning unfamillar words, ;‘prowtyplcal"
recalls w?rc constructed to approximate the recall of the Ipstructed-words story by the
experim.‘ental group (who had been taught the‘ instructed words) and by the cortrol group (who
w;rc unfamiliar \.vith the instructed words). The prototypical recalls were coastructed by, first,
rank ordering the propositions of the story according to the number of child.ren in each condition
that recalled them. Next, the mean recall for each group was rounded off to the nearest whole
number of propositions, and then, that number of propositions were taken from the top’%r ea;:h

group’s rank ordering to create the prototypical recalls. The generated recalls are presented in

Table 1. °

B e L R P A el

o A —— A Rt . -

The plot of the instructed-words story centers on an ambitious violin novice, Sam, who
glves a concert. A large woman interrupts Sam by talking to ap acquaintance, and ' y eating food
‘from a table being set for a party after the concert. Soc.)n everyone begins to talk with each other
and Sam walks off stage. Fortunately, a friend runs up to Sam and suggests that the audience
play music with him. Instruments are found for the audience. Everyone plays and lcavct: feeling

content.

A 9
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- As sh'own in Table 1, there were large dmerénccs between the prototypical recadls ‘of this

story by the experimental and control groups. The experimental group’s prototypical recall of
. .

the instructed-words story contains twenty propositions, thirteen of -which contalned ‘instructed

( .
By

words. It provides a good summary of the story in that it includes the initial setting that Sam,

who was a novice at playing the violin, gave a concert, the conflict that he was repeatedly )

interrupted. by a woman which caused bim to walk‘away, and the resoludion to the confiict

offered by Sam's ally that the audience also played music which resulted \in the audience being

* content (see Bock and Brewer's chapter, in this volume for a discussion of discourse structure and

what counts as a good summary of a story).

ln"cont;ast. the control group’s prototypical recall of tﬁc instructed-words story coﬁta!ns
twelve propositions, only one pf which contains an instructed word. It does not provide as good a
summmary ig that it omits.from the semng; the fact that Sam was a novice, it omits the entire
conflfct of .Sz;m being lme;rupted while playing, and consequently, the audience alwo play'mg
instruments is not depicted as a resolution to a conflict.

Given this demonstration that vocabulary instruction can affect text comprehension, it i

important to note that the nature of the vocabulary instruction that is chosen mé.y be important

)
L]

-- some types-of vocabulary instruction may be much more successful than others in facilitating

the ~omprehension of texts containing the instructed words. Indecd, of the few stiics add:’essin‘;

(e.g., Beck, Perfetti, & McKeown, 1982; Draper & Mocller, 1971; Kameenui, Carnine, & Freschi,
1982, McKeown et al, 1983) wl‘;He others report no difference (Jenkins, P:m‘v & Schreck, 1978,
Tuinman & Brady, 1974). o

In comparing the instruétlon used in these different studies, it appears that ‘f()cll.‘iing on
multiple aspects of vocabulary knowledge may be an important factor in w.het,hFr vocabulary
instruction affects comprchension (cf. Curtis X Qlasgr, 1983). For example, in the McKeown et

. 1 '
al. study, the words were taught in sets of 8 to 10 words. Initially, the children received

*

the éffects of vocabulary instruction on comprehension, some report improved comprehension
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instrucilon on each set of words for five datys. On the first day. definitions weré established and
one or two activities preseﬁtcg that involved the children with the words. On the second day,; the
children wrote sentences for each word and en'gaged in some additlo;xal, activity that provided
fairly easy practice with word mcanlx;gs. On the third day, the children were givcn activities In
which they generated contexts contalaing new words. Thé purpose of these activities was U,
broaden the student’s un'derstandmg of the words by promoting the establishment of relations
between new wo;ds and :;lrcady known words. The fourth day included an exercise that
encouraged the children to think about the words In new ways and an activity in which the
children repeatedly matched words and definitions while being timed. This l;ucr acth;uy was
designed to Increase fluent access to word fneanlngs., On ‘thc fifth day, students took a multiple-
choice test on the set of words studied. In addition, there were revl;w sessions In which the
words received practice activities. Thus, a typical set of words received about 40 encounters with
the word in a highly varied instructional environment.

This type of instruction is in sharp contrast to that found in basal reading programs. The

best situation in these programs occurs when a new vocabulary word is (1) introduced in- a

4

septence that elucidates Its meaning; (2) eqcountcrcd in the reading sclection which (3) prompts
| the child to look up its defiaition ip'thc glossary; ahd i-i) appears in an Independently completed
harter-readlng activity (Beck, McKeown, & McCaslin, 1583). Thus, In this best situation, the
children only recelve four, very limited encounters with each new word.
effects of word knowledge on comprehension processes

T Smce the recall data from McKem;vn et al. demonstrated that stories with unfamiiiar versus
recently taught-words are compprehended dlffcrcntly,' We can now addrcss‘ how the comprehension
processes ﬁ’are #ffectcd. Describing comprehension procésses ‘is difficult. One¢ can observe and
describe differences in an outcome of comprehension such as recall. However, one cannot in the

. same way observe the comprehension processes directly to determine their nature or how they

differ in different situations. What can‘ be done is to construct different models of what the

11 ‘ .J
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*processing, might entail, and then cxamine which model best predicts the observed puattern of

recall. This was the approach .adopted by Omansom et al. (1983). The models that were
rconstructed by Omanson et al. were based upon a model of comprehension processing presented
b}' Kintsch and van "Dijk (1978). In the next section, Kintsch and van Dijk’s theory will be

~— 2

outlined. Then, with-in the frammework of this theory. the results of analyses by Omanson et al.
will be presented in which two models of comprehension of texts with unfamiliar words and two
models of comprehension of texts with recently instructed words were evaluated.

kintsch and_ vq.n disk's .f;todcl. Kintsch and van Dijk’s model of comprehension is
concerned with the compichcnsionv processes that operate on the meaning of clauses and
senptences. Af‘cordibg to the.ir view, comprehension begins by deriving 'a conceptual, or
propositional, roprgsentation of each sentence in the text. A proposition consists of a predicate,
or relation, and one or more argnments. Arguments can be either concepts within propositions or
other propositions. For example, the p‘hras,e a fat dog bit John can be represented by the
propositions

(BITE, DOG, JOHN)
d , (QUALITY OF, DOG, i'A’l“)
where BITE, DOG, JOHN, QUALITY OF, and FAT are concepts derived from the wordsin a Jat
dog bit John. In the first proposition, BITE is the predicate, while DOG and JOHN are
arguments that stand in a particular refation toﬁ_lm’l‘l'l. _ Specifically, Du.G is the entity who
=
BITES, and JOHN-is the onte who gets BITTEN . Similarly, in the second proposition, QUALITY
OF is the grcdicatc while DOG and FAT are arguments. Here, DOG is the entity that has the
’

QUALITY and FAT is the QUALITY.

While propositional notation may appear cumbersome. the rationale behind it i+ <imple: it is

'
an attempt to represent the meuning of sentences in a formal and unequeivocal way that alov.
resea:;ch on sentence meaning to be done systematically. The meaning of 5cnicnces involves
MY

concepts that are distinct from the :../face form of the text. For example, the phruse John was
&

g



Knowing Words 9

bitten by o dog who was fat has a very different surface form than a fat dog bst John but
approximately the same meaning. Within Kintsch and van Dijk’s theory, to say that two
sentences have the same meaning is to say that they have the same conceptual representation.
Propositional notation is thus imend;d to be an approximation of this conceptual representation
of sentences which is derived from, but is not identical with, 1aeir surface form.

As th propositions from each sentence are encoded, they are represented in memniory as a
coherent structure cafled a text base. The coherence Kintsch and van Dijk consider is the extent
to which concepts (i.e., arguments) in a texi #-2 reneated. Ift two propositions have the same
argument (like DOG in (BITE, DOG, JOHN) a. " :QUALITY OF, DOG, FAT) ). the propositions

are coherent because they contain the same argument. Thus, to say that a reader constructs a

i
\ coherent text base is to sax;t!\r\at the propositinns extracted from the text are connected to each
£

Pi)

other in memory on the basis of argument repetition (see Bock and Brewer’s chapter in this
volume for other notions of coherence and its general importance to comprehension).

Kintsch and van Dijk’s mode! of how a text base is constructed begins with the assumptkm'

that a reader is limited in how much can be kept in mind, or short-term memory, at any given

L4

time. and as a sosult a reader cannot comprehend a text all at once. Instead, the reader goes
through the text in a series of processing ¢ycles. For most texts, processing cycles correspond to
comprchendin.g a single sentence. Upon re/ading a sentence, the reader extracts the propositions
that constitute the sentence’s meaning, and connects the propositicas 'of the sentence to each
other on the basis of argument repetition. This processiug of the propositions of a : agle sentence
xb what is known as a processing cycle. The propositions that are processed are said to e sn t,he
“eycle.
In order to ilivstrate cycling, the processing cycles for the propositions extracted from the
first three sentences of the instructed-words story from the McKeown et ul. (1983) study are
presented in Figure 1. The cycles of the Kintsch and van Dijk model appear as the Normal

model presented in left-most column. The propositions referred to in Figure 1 are presented in

ERIC . 13
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Knowing Words ' 11

proposition subordinate to the lead proposition (3) to be carried over into the next processing
cycle. Thus, in cycle 2, proposition 2 remains the lead proposition, and the propositions extracted
from the second sentence are connected to it. The lcading edge strategy selects propositions 2 as
the most superordinate and proposition 7 as the most recent proposition that is subordinate (o
the lead proposition to be carried over into cycle 3. In cycle 3, proposition 2 remains the lead
proposition, and the propositions extracted from the third sentence are connected to it.

It sometimes happens that there is no argument overiap between the propositions carried

over and newly encoded propositions. In this case, 8 proposition from an earlier cycle that does

shares an argument with one of the newly encoded propositions is retrieved from long-term

memory. Retrieving propositions of a previous cycle from long-term memory is referred to as

reinstating a propositiol. Once a proposition is reinstated, a connection is made between the

fx
reinstated proposition and one of the newly encoded propositions. In summary, the text base of a

text is constructed by organizing the propositions of each sentence into a coherence graph, and
connecting these propositions to previously encoded propositions that are either carried ove-r, or
reinstated, from previous cycles.

Ou the basis of these processing assumptions., Kintsch and van Dijk's model predicts that

the probability of a proposition being recalled increases as the number of cycles it is in increases.

The specific relationship is mathematically described as 1 - (1 - p)®, where p equals the probability

_of a reader recalling a proposition that has appeared in a single cycle. and n equis the number of

cycles in which the proposition has appeared. Using this mathematical expression for each

propo:,ion, the fit of the model can be tested agalust actual recall, by calculating an optimal

value for p and compnuting the difference between the predicted and actual recall for all the

..

propositions.
texts with un familiar words. Within the framework of Kintsch and van Dijk’s theory, we

will consider models of two ways that texts containing unfamiliar words may be comprehended.

Both of these models share the same 8ssumption about how propositions containing unf:miliar

15



12 Kpnowing Words

words are encoded. According to Kintsch and van Dijk, comprehension involves conneciing in
memory newly encoded propositions (hereafter called new propc}sit‘ions) to previously encoded
sropositions (hereafter called oid propositions). Encountering a proposition containing an
-unfamiliar word (hereafter called an unfamiliar proposition) could conceivably affect both its
encoding and connection to new propositions. Since the Kintsch and van Dijk model describes
comprehension after propositional encoding has taken place, it is not heipful in describing how the
process of encoding itself might be affected. However, one can pcstulate that the product of the
encoding process will be different for familiar and unfamiliar propositions. One possibility in this
regard is that only a vague seuse of the unfamiliar word's meaning will be encoded, resulting in
an incomplete representation of the proposition. For exampie, if 3 reader is unfam.liar with the
word movsce, his or her representation of the proposition the novsce played the vsolin may be

. akin to somecone played the violin, rather than to the beginner played the violin.
Assuming that unfamiliar propositions are incompletely represented, there are several ways

s
in which comprehc.nsion could be affected. One possibility is that a different text base mis,ht be
constructed. A different text base would be constructed if cycling followed a substituison
principle in which new propositions are conpected only to famitiar, and not to unfamiliar,
propositions.  The motivation for such a principle is that readers may attempt to process
unfamiliar propositions as little as possible and as a result connect new information only to parts
{ of the text that they have successfully under: ' nod (see Anderson and Freebody's (in press)
minsmum ¢ ffort principle, for a similar notion).

Using Kintsch and van Dijk’s model as a framework, the substzmtinn principle can be
represented by a Substitution model in which unfamiliar propositions ;mz never carried over or
reinstated into subsequent processing cycles, and Tamiliar propositions are substituted in the place
of unfamiliar p'ropositions during cycling. The pmpnsiticmai strgcmre created by this modet

"differs from that created by the original Kintsch and van Dijk model. Unfamiliar propositions are

connected to fewer propositions, and familiar propositions that Btvherwtse would have been

16
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-

connect®d to few propocicions are connected to more propositions because they take the place of
the unfamiliar propositions.

In order to illustrate the difference between the Substitution model and the original Kintsch
and van Dijk model (hereafter called the Norinal model), consider the processing cycles presented
in Figure 1. ~Shown in this ffgurc are the processing cycles of the Normal (column 1) and
Substitution (column 2) models for the first toree sentences of the instructed-words story used in
the McKeo“;n et al. study. In the first cycle of the Normal model, proposition 2, (ISA, SAM,
NOVICE), is selected as the lead proposition. This proposition, along with proposition 3,
(QU'ALIFY. 2, AT VIOLIN), is carried over into cyclem‘z. In the McKepwn et al. study, novice
was an unfamiliar word to the childrenr in the control group. Therefore, “in the Substitution
model, even though proposition 2, (ISA, SAM, NO\'iCE), is in the lead position, it is not carried
over, and Instead, the familiar proposition 1, (EXIST, SAM), Is carried over.

Shown at the bottom of Figure 1 is a summary of the pumber of cycles in which selected

’ < .
propositions uppeared for the Normal and Substitution models As can be seen fro:s tINs
summary, in e Substitu..on model, unfamiliar propositions enter fev;'er cycles;: and the familiar
propositions that substitute for the unfamiliar propositions enter more cycles than they do in the
Normal model.

Another possibility of how unfamiliar words could affect comprehension is that the
structure of the text base formed is not altered, but that the accessibility of unfamiliar

. *
bropositions is reduced. This would occur if cycling followed a suppressson principle in which
new propositions are allowed to be connected to either familiar or unfamiliar propositions, but
since unfamiliar propositions are assumed to be incompletely represented and therefore rather
vague, the probability of their recall is suppressed. This is tgécause it Is only the incomplete
representation of the unfamiliar propositiom that is processed each time it Is connected to a new

proposition. The suppression principle assumes that repeated processing of an incomplete

represeutafion ¢’ the unfamiliar proposition will not enhance the probability of the unfamiliar

. .17
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proposition appearing in recall as much as repeated proccss;ing of a complete ~epresentation, and
it thg extreme, rocall of incomplete prbpositions may not be enhanced at all by repeated
pro_cesslng. To test the strong form of this approach, then, the suppression principle assumes that
regardless of how many times the lncompletc representation of an unfamiliar proposition is
processed, the probability of the cmu:e proposition being rccalled will be the same as if it’ had
been processed only once.

Using Kintsch and van Dijk’s model as a framework, the suppression principle can be
represented by a Suppression model in which nnfamiliar propositions are allowed to be counected
to uew propositions duripg processing, but are given credit for appearing in only a single cycle.
In order to i!lustratg the diﬂ'erence'between the Suppression and Normal models, the prucessmg
.cycleb" of the Suppression model Jfor the first three sentences of the previously described
instructed-words story are presented in column 3 of Figure 1. As .is shc;wu in this figure, the
processing cycles of the Normal and Supptession models are virtuaily identical. The dir{ermxcé
between the models lies in the fact that incomplete rcpresem:v:tions”&)f unfamilfar propositions 2, 4,
and 7 are pmccs.<éd in the Suppressioﬁ model. As a resuit, the (\;'o models differ in the number

of cycles for which these unfamiliar proposition” receive credit, as shown at-the bottom of the

figure. In the«Normual model, these propositions are given credit for all the cycles in which they

! ¢
v

appear. In contrast, in the Suppression model, these <ame proposidons are given credit for

appearing in only a «ingle cycle and as a result are predicted to be rfcaned}lr:s well.
The difference between the Suppressiop and Substitution models is atzo shown in Fignre 17
As shown at the bottom of Figure 1, the Substitution and Suppression models both give credit to
unfamiliar propositions for being'in only a single cycle The two models differ in that fatniliar
Y .
propositions 1, 3, and 6 appea?’ iﬁ‘ more cycles in the Substitution model than they do in the
Suppression model.  In the Substitution model, u‘nfamlli:'u' propositions appear in only a single

cycle because they are not used in processing subsqu{ent to encoding, and selected familiar

propositions appear in additional cycles because they are substituted in place of the unfamiliar

-
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propositions during carryovers. In the Suppression mode!, unfamiliar propositions likewise appear
in only a single cycle, because an incomplete representation which does not benefit the unfamiliar
proposition’s recall, is carried over during cycling. However, because the incomplete .

representations are used, there Is no substitution, and consequently, the processing of familiar

propositions is not affectéd. ‘ N

~

t;zta with recently taught words. Kln’tsch‘ and van Dijk’s model can also be used as a
framework for de‘scrlblng comprehension of texts containing words recently taught. We will
consider here two ways in which such texts may be comprehended.

When a reader encounters a proposition containing a word about which the reader has
received recent prior instruction (hercafter called an instfucted proposition), there are scverél

‘ . possibilites aboug how processing may be affected. One pqssibﬂlty is that processing will follow a
norxﬁal processing priociple in which instructed propositions are treated in ‘thc-same way as a.re‘
familiar proposftions. Such a principle is assumed by most str-lies examining the effects of

¢

’vocabularg; instruction on comprehension (e.g., Bcckr et al., 1982; Kameenuti 2t al., 1282; McKeown |
et al., 1983). ”

Using Kintsch’and van Dijk’s model as a framework, the normal proces‘sing principle can be
representec; by a Normal model in which instructed and famili;r propositions are process:td in the
same way. *Su‘rhla n\xodcl Is the origl'na! version lof Kintsck and vz;n Dijk’s (1978) model of

-
comprehension, which makes no distinction between fnstructed and unlnstructed propositions.

A second possibility of how instructed words may affect processing is that processing will
follow a remind principle in which encountering an instructed word will remind the reader that*
that word was the object of prior instruction. A number of researchers have demonstrated that
remembering the context in which a fact was learned can enhance one's memory of the learned
fact (e.g., Jacoby & Craik, 1979; Jacody & ﬁal!as, 1981, M‘cKoon & Ratcliff, 1979). Within this

same vein, the remind principle assumes that recognizing a word as an instructed word involves

making a connection between the instructed proposition and the rcadcr"s representation of his or

’ 19
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her instructional experience. Thus, instructed propositions are initially.’processed twice: once
during encoding, and a second time as a connection is made between the it}structcd proposition
and the reader’s rcpresentaﬂon of the pijlor instructional experience.

Using Kintsch and van Dijk’s model as 3 framewqrk, the remind principle can be
represented by a Remind mode! in which instructed propositions appear in thelr initial cycle
twice. One of these is due o the proposition being encoded into the coberence graph. The other
is due to a connection that is made between thel proposition and the reader's representation of the

prior instructional experience. This remind connection does not become part of, or affect in any

'way, the coherence graph of the text. Instead, it is processing during which the reader rccalfs

.from memory the learning context of the word. Even though being reminded of a word’s learning
context is not part of the comprehe;slon process per se, it is additional processing and as a result
might be expected to augment the probability of recall much in the same way as a text
reinstatement would. Thus, the Remind model expands the Kintsch and van Dijk mode! to
account for not only the effects of text processing, but also the effects of connections that are
made to episodic memory in parallel to text processing.

In order to lllustrate the difference between the Remind and Normal models, the processing
cycles of the Remind medel for the first three sentences of the previously described instructed-
words story are presented in columnn 4 of F.igure 1. A§ shown in this figure, the coherence graphs
constructed for the cycles of the Noru'xa! and the Remind models are identical. The two models
differ in that in cycle 1 of the Remind model, instructed proposition 2, (ISA, SAM, NOVl(T-E),
appears twice, once due to its initial encoding Into the coherence graph, and once due to fts
connection to the reader’s representation of the prior instruc’ ynal experience In cycle 1 of the
Normal model, instructed proposition 2 appears only once due to being encoded into the
coherence graph. Similarly, In cycle 2 of the Remind mode!, instructed proposition 4, (GIVE,
VIRTUOSO, CONCERTS), and instructed proposition 7, (QUALITY OF, SAM, AMBITIOUS),

appear twice. The cycles for selected instructed and familiar propositions shown at the bottom of

<0
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Figure 1 show that the difference in the number of cycles credited for the propositions of the

Normal and Remind models is that the instructed propositions receive credit for being in an

additional cycle in the Renﬁnd model as compared to the credited cycles of the Normal model.
results. In order to assess how well the different models predicted recall, a computer

program was v<ed that calculated s value for p that minimized the difference between the
predicted and actual recall (Chandler, 1965). The fit of each model then was obtained by first
summing the differences between ‘the predicted and actual recall scores for each proposition and
standardizing this sum by taking the square root of its square divlded by the number of
propositions. This fit score is referred to as the root-mean-square-deviation (RMSD) score. Since

itMSD scores reflect deviation from prediction, the lower the score, the better the fit. The RMSD

scores fcr the four models are presented in Figyre 2.

L]
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As shown in Figure 2, the Suppression model best predicted the pattern of recall of the
three story situations in which the children w:rc unfamiliar with some of the words. Moreover,
as shown in Figure 3, the Supprcs:;ion model best predicted the recall of these stories by both
skilled and less-skilled readers. These results suggest that when both skilied and less-skilled
‘readers encounter unfamiliar propositions, they attempt to treat them in the same way as they do
familiar propositions rather.than skipping over them. Thus, the adverse effects of unfamniliar
"‘»;){(?positions on text :call are likely due only to making some parts of fhe text base inaccessible

~

as suﬁgqsted by the Suppression model, rather than to the construction of a different text base as

suggested bif"the Substitution model.
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As Is also shown in Figure 2, the Remind model best p‘rec;icted the pattern of recall of the
story situation in whigh the children had been faugbt some of the words. Moreover, as shown in
'Figure 3, the Remind model best predicted the recall of these stories by both skilled and le§s-

;kiHed readers. These result.sﬂ suggest that when both skilled and less-skilled readers encountered
propositions conmln!ngginstructed words, t‘Pe fact that the target words had beén the object of
previous classroom instructio wag called to mind, which entalled addmonalv processing that
enhanced recall.

implications . P “

implications for theorics of proccssing. The fact that the Suppression model, rather thap
the Substitution que!, best predicts 'the pattern "of recall of texts containing unfamiliar words
suggests that readers may attempt to minimize the effect that difficulties enzountered during the

“processing of words has on comprehension. Specifically, even though propositions containing
unfamiliar words are likely to be incompletely represented, these results suggest that readers -
attempt construct the same text base as would be constructed If the unfamiiiar propositions were
familiar. Thus during cycling, they do not seem to substitute familiar propositions for unfamiliar
ones. Rather, they attempt to use tpe i_ncomplet,e representations they ccustruct for unfamiliar
propositions iﬁ subsequent pm;csslng. The' fact that the Suppression model better pred:lctcd the
pattern of recall than did the Normai model indicates that although the structure of the text base
formed was unaltered, the upfamiiiar propositions in the text base were relatively inaccessible ’
during recall.

The fact that the Remind model best predicts the pattern of recall of the story containing
instructed words suggests that children can be familiar with words in differing ways which can
have varlous effects on comprehension. The Instruction children receive may make the context in
which th; word was learned so salient that it Is called to mind whenever an lnstructed word is
encountered. The result is that words learned through the instruction may be‘treated‘ differeﬁtly

Lo than common words the children already knew. For example, a child may be very familiar with

22
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the word #ird, but have no recollection of when or where the word was learned. Such a word

would not disrupt processing, but neither would it Initiate additional pmccssing.' In contrast, if a

child has recently been taught msser through direct instruction, encountering the word in a text

could initiate the additional processing of calling to mind the learning context, which in turn

would increase its probability of being regal!ed. It is quite possiblc that the salience of the
learning context may diminish in a.few weeks, especially as subscquet;t lnstructiog on new words
is encountered. However, witho st additional data, one can only speculate about how permanent
or transitory this biasing effect of the learning context is.

‘The fact tbat.the same pattern of results was obtained for skilled and less-skilled readers
suggestsothatl skilled and-less skilled readers adopt similar strategies in adapting to variation in
word knowledge. There are many well documented differences between skilled and less-skilled

readers. Less skilled readers read words more slowly (Perfetti & Hogaboam, 1975), with less

semantic activation (Jackson & McClelland, 1979), and l:ss verbatimp memory, (Goldman,

- Hogaboam, Bell, & Perfetti, 1980), than do skilled readers. However, they do not seem to differ

in the nature of their susceptibility to the effects of variation in word knowledge. Evidently
knowing words is skill that is critical to comprehension regardless of one's reading ability, (Of
course, less-skilled r,cadel"s may be more affected by this susceptibility in absolute terms than are
skilled readers simmply because less-s;kllkd readers know fewer words on the average than skilled
readers (Davis, 1944, lQM;vSinger, 19685: Thurstone, 19468) ).

In sunmnary, lexical knowledge has a wide range of effects on comprehension. Lexical items
that are unfamiliar give rise to the construction of incomplete pmposttidns that apparently do not
result in the construct.on of a dlffex:ent text base by disrupting cycling, but do make recall of tt;c
propositions containing the unfamiliar words difficuit. Lexical items that have recently been
learned through' direct instruction I{kewise do not appear to affect the malntenance of coherence

during processing, but do give rise to parallel processing in which the learning context of the

instructed words is called-to mind, which in turn improves the recall of propositions containing

, : e
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the instructed words.

smplicatione for education. There are implications of this work for both contextval and

direct instructional techniques of teaching vccabdlary. Many commercial basal reading programs

assume that the meanings of new words can be derived from context when they are encountered

-

in a story (Beck, McKeown, McCaslin & Burkes, 1979). The fact that the Suppression rather

v

than the Substitution model best predicted recall is consistent with the assumption of contextual’

methods that readers attempt to use what meaning they glean from context during pméessmg'
rather than simply ignoring the unfamiliar word. However, the fact that recallya:z impaired by
the presence of unfamiliar words serves as a cautionary note to an overreliance on conf.extlua.l
methods. Since t‘he presence of unfamiliar words can impair comprehension, It seems wise to
make sure that the contexts in which new words appear are "pedagogical® in mg#ense that they
be created with the intent to lead the reader to a specific, correct meaning of the word. At
presex;t, story contexts in basal readers are not so constructed (Beck, McKeo@n. & McCaslin.
1983).

’l;be fact that the Remind model best predicted the recall of the instructed-words story by

the experimental children refiects the fact that children were more likely to remember the parts

fof the story containing instructed words than other parts. This suggests that learning words

through well designed, direct instruction may make the instructed words particularly salient and
result in a greater ability (or at least a greater proclivity) to use the instructed words during
comprehension than many familiar words. Such a possibllity underscores the faet that the
tendency to use a word during comprehension is one of the many dimensions of “knowing” a

word that exists (ef. Beck et al, 1982, Curtis & 'Glaser, 1983). If we are to succeed in

understanding and controlling ibc difficulty children have with reading, it will{be important to

better understand not only how comprehension s affected by word unfamiliarity, dut also how it
is affected by diffarent types of vocabulary instruction through which new words are learned.

implicatsons for modeling. The focus of the work reported in this chapter has been on the

, , ' | 24
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construction and evaluation of models of text comprehension. Given the time and effort involved

in modeling, it is appropriate to compare-its strengths and limitations.

The strength of modeling Is that it expresses global principles abput pro‘ceéls'i‘ﬁg' in an explicit

form that can be evaluated. For example, a general notion like unfamilsar propositions are

"

avoided dun'vltg processing can be transiated into a specific‘model (in this case the Substitution
model) from which recall predictions for each proposition can be derived, The explicitness that
comes from translating a gencral principlg; into a particular model has a numbeﬁ cf benefits.
First, it enables alternate principles to be tested. As long 1§ principles are only globally
described. it Is difficult to assess the relative merit of competing principles. Committing the
prin.ciples to explfcit models provides the type of detail needed to evaluate which principle best

IS

acc;ounts for observed performance.

. A second benefit of committing ge;era! principles to explicit models is that often unexpected
effects of the principles are discovered. For example, when the Substitution model was first
constructed fron. the substitution principle, it was an unexpected result that the text base would
be disrupted to the extent it was. This realization suggested that an alternative principle would
be one that did not alter the text base.

The litnitation of modeling is that the only theoretical explanations Yhat can be considered
are those that are employed by the particular model chosen. In the prcscn.t study, basing the
models on Kintsch and van Dijk’'s (1978) theqry of text mmpr.ehenskm limits the nature accounts
P
given in several ways. First, it necessitates the use of propositions rather than words as the unit
of analysls, .which in turn may result in over-estiméting the effect of unfamiliar and instructed
words. It may be that encountering an unfamiliar words impalrs the recall of only that word
fatber than of the entire proposition in which the word is contained. However, within Kintsch
and van Dijk’s theory, the recall of individual words cannot be represented and consequen'ly, this
aitercative canpot be tested.

-

A somcwhat more serious limitation involves alternative explanations for the observed bias

25
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in recalling Instructed propositions. The explanation used in the Remind model is that instructed

“propositions receive additional processing as a result of their belng connected to representations of

the instructional contexts. There are, however, 3 number of alternative candidates that do not fit
easily into the Kintsch and van Dijk framework. One alternative account is that during encoding
the fact that the Instructed propositions contains recently learned words may make them

.

distinctive from the f?st of the propositions and as a result they would be moré sﬁlient in the
rcpresemaum} of the text and consequently are more likely t;) be recalied (e.g.. Bransford, Franks,
Morris, & Stein, 1979; Nelson, 1879; Eysenck, 1879). This account could not be represented
u;itmn the .3('.1tsch and van Dijk framework without changing the basic assvmption‘that the
pr(;babitity of a proposition being recalled Is due to the number of times it enfers a processing
cycle rather than to“how it is encoded. (ltcturns out, however, that the bias to recall instructed
propositions "Is ’probab!y not due to their distinctiveness in  comparison to uninstructed
propositions. This i§ bccausé a simple notion of distinctiveness fs unable to account for why
unfamiliar propositions, which cre also distinctive in comparison to familiar propositions, are less
likely to be recalled.)

mA another alternative account of the bias to recall instructed propositions that similarly
involves the manner in which instructional propositions are encoded ;s that instructed
propositions may be "‘nc'oded rmore completely than other propositions and as a result may be
more accessible during rcc'all. As with the distinctiveness of encoding-. alternative, this
compicteness of encoding alternative could not be represented with the Kintsch and van Dijk
framework without changing basic éssumptions. (Again, it turns out that the bias .o recall
instructed propositions is probably not due to their being more accessible during recall.
McKecown et al. (1983) report that children were no faster ih categorizing instructed words than
they were common words which suggests that the lnstructeci words were not more accessible than

Py

com:non uninstructed words.)

A third alternative account:of the bias to recall instructed propositions that does not easily

26
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fit into Kintsch and van Dijk's framework is that readers may generate more elaborations for
instrycted than for uninstructed propositions. For example, upon reading Sam was a novice at

reacers probably generate a number of specific dctalls that are consistent

plam'ng' the m'oh'nw

with, but not necessarily implied by, the text. For instance, it mlght,‘be inferred that Sam was
just beginning to take violifi lessons, that the violin squeeked when he played it, and that the
violin he owned was new and shiny. Since Kintsch and van Dijk's model deals only with that
part of a text representation that is directly derived from the text, there is no simple way in
which reader-generated elaborations can be predicted or even represented. (The bias to recall
instructed propésitions is also unlikely to be due to elaborations. A critical assumption to
elaboration theories such as that of Anderson and Reder (1979) is that it is easier to generate
elaborations about m~.erial that is familiar than about material that is unfamiliar. TLere were
many famin;r words in the uninstructed propositions about which the children knew a great deal
more than the recently instructed words. Therefore, according to m(‘Jst elaboration theories,
propositions c@ptaining only familiar propositions should have been bLetter recalled than thosc
containing recently instructed propositions.)

A final limitation of modeling is that often there is in principle an unlimnited number of

models that could be considered. For example, in the present study, a mode! of the

, comprehension of texts with instructed propositions could have been constructed from a biasing’

»

principle in which instructed propositions are always carried over into the next cycle regardless of
whether their are part of the leading edge. A model based upon this principle would have been
interesting to consider because it postulates that the improvement In recall for lpstructed
propositions actually aiters the text base that s comstructed. There are doubtless other xﬁodcls
that would have been equally interesting to consider. The fact that there are an indefinite
number of models that can be constructed for a given phenomenon underscores the fact that
modeling is only as useful as are the questions for which the models are designed to answer.

!

Modeling Is a powerful tool to declde between two competing accounts of processing. It does not
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guarante¢, however, that the accounts being evaluated are of theoretical or practical interest.
There is a saying in computer sclence that goes like this: *Garbage in -- garbage out.* The point
of the saying Is that there is nothing magsc about using a computer as a tool to soive a problem.
. The solution you get is only as good as the way you formulate the problem and the data you give
the computer to process. This same thing is true of modeling as a toql. It is onl)" a s good as the

’

theories being modeled.
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Table 1

Prototyplical Recalls of the Instructed-Words

Story for the Experimental and Control Groups

)
Experimental

Controt

There was 2 man named Sam. Sam was a
NOVICE st playing the violin. Sam

Sam gave a concert. There was a woman
There was a woman in the audience. The
OBESE woman said something to an
ACQUAINTANCE. There was something
EDIBLE. The woman began to DEVOUR
everything. Sam asked if the woman

couldn’'t FAST. Sam THRUST his violin

on the stage and began to TRUDGE away.

There was an ALLY. He SEIZED Sam and

suggested that they all play muslic.
Some people began to play instruments.

Everyone felt PLACID.

There was a man named Sam. Sam played .
the violin. He rented a hall, invited
some people, and gave a concert. He
began to play some notes. There was a
woman in the audience. Some people
began to play instruments. Everyone

)

went home feeling Pl.tACID.

!

Note. Instructed words are capitalized.
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' 30 Knowing ‘Words |
: Table 2

- Preopositions Contalned in the First Three

Cycles of the Instructed-Words Story

e Propositions Text
| Cycle 1
1. (EXIST, SAM) Sam was & NOVICE at playing the violin.
2. (ISA, SAM, NOVICE)
3. (QUALIFY, 2, AT VIOLIN)
Cycle 2
4. (GIVE, VlR’i.‘UOSO. CONCERTS) He knew that usually a VIRTUQOSO gave
5. (QUALIFY, 4, USUALLY) concerts, but he was AMBITIOUS.
8. (KNOW, SAM, 4) ~
: 7. (QUALITY OF, SAM AMBITIOUS)
8. (CONTRAST, 4, 7) .
Cycle 3
9. (RENT, SAM, HALL) So one day Sam rented a music hall and
10. (QUALIFY, HALL, MUSIC) invited some people to hear him play.
> | 11. (TIME, 9, ONE DAY)
12. (CAUSE, 9, 7)
w 13. (INVITE, SAM, PEOPLE)
14. (PLAY, SAM) . . :
” 15. (HEAR, PEOPLE, 14) - ‘;
; 16. (PURPOSE, 13, 14, 15)
; Note. Words contained in the te?(t tha{were either unfamiliar or instructed are capitalized.
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figure captions
Figure 1. First three cycles of the Mormal. Substitution, Suppression, and Remind models

for the instructed-words story.
Figure £ RMSD scores for models of the instructed- and uninstructed-words stories.

Figure 8. RMSD scores for models of the instructed- and uninstructed-words stories for

skilled and less-skilled readers.
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reprasentation of prior
instruction:
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Credited Cyclos of

Selected Propositions
Proposition Cycles
@ 1
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1
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Selected Propositions
Praposition Cycles
® .
OF 2
Q) 3
1 1
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1

8 propoutions assumed by mode! to be Instructed are clrcled.

"Pmpmluom assumed by mode! to be unfamillar and incompletely represented are Loxed,
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